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ABSTRACT
In industry, web platforms such as Alibaba and Amazon often pro-

vide diverse services for users. Unsurprisingly, some developed

services are data-rich, while some newly started services are data-

scarce accompanied by severe data sparsity and cold-start problems.

To alleviate the above problems and incubate new services easily,

cross-domain recommendation (CDR) has attracted much atten-

tion from industrial and academic researchers. Generally, CDR

aims to transfer rich user-item interaction information from related

source domains (e.g., developed services) to boost recommenda-

tion quality of target domains (e.g., newly started services). For

different scenarios, previous CDR methods can be roughly divided

into two branches: (1) Data sparsity CDR fulfills user preference

aided by other domain data tomake intra-domain recommendations

for users with few interactions, (2) Cold-start CDR projects user

preference from other domain to make inter-domain recommen-

dations for users with none interactions. In the past years, many

outstanding CDR methods are emerged, however, to the best of our

knowledge, none of them attempts to solve the two branches simul-

taneously. In this paper, we provide a unified framework, namely

UniCDR, which can universally model different CDR scenarios by

transferring the domain-shared information. Extensive experiments

under the above 2 branches on 4 CDR scenarios and 6 public and

large-scale industrial datasets demonstrate the effectiveness and

universal ability of our UniCDR. Our source codes and a large-scale

CDR dataset are released to facilitate academic research.

CCS CONCEPTS
• Information systems → Recommender systems; • Comput-
ing methodologies → Neural networks.
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Figure 1: Intra- and inter-domain recommendation of CDR.
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1 INTRODUCTION
In recent decades, Recommender Systems (RS) have experienced

unprecedented evolution and played an indispensable role in effect

billions of people’s daily life. As a promising technique of RS, Collab-

orative Filtering (CF) provides a popular and widely used solution,

from the early matrix decomposition [36, 39] to the latest deep

neural network approaches [15, 45]. However, the CF-based meth-

ods always face two major challenges, the data sparsity [24, 39]

and cold-start problem [50], which easily impede the user/item

representation learning and severely influence recommendation

accuracy. To alleviate such phenomenon, Cross-Domain Recom-

mendation (CDR) was proposed [48]. The key idea is transferring

the rich interaction information from the related source domain

to improve prediction results on the target domain via overlapped

users or overlapped items.

In the CDR family, for different research purposes, the previous

works can be roughly divided into two branches while adopting a

fundamental distinct learning framework. (1) For the data sparsity

issue: this branchmethods [26, 47] aim to transfer relative rich infor-

mation from other domains to boost intra-domain recommendation

performance for users with few interactions (e.g., recommend in-

domain items for users just like the red dotted lines in Figure 1).

Generally, several excellent works of this group follow the dual

information transferring idea, such as CoNet [18] and Bi-TGCF [27].

They first encode user/item representations for each domain and

then elaborate powerful information transferring modules to fuse
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Figure 2: The technical route for universal CDR.

and refine the learned representations for both domains. (2) For the

cold-start issue: this branch methods aim to improve the more chal-

lenging inter-domain recommendation accuracy for new-coming

users (e.g., the blue dotted lines in Figure 1). The recent efforts of

this group are following the embedding and mapping idea, such as

EMCDR [31] and SA-VAE [37]. In the training process, they first

pre-train the user/item representations for each domain individ-

ually and then learn a mapping function to align the pre-trained

representations according to the overlapped users. We thereby can

map user representation from source to target domain and further

recommend target domain items for source users.

In retrospect, the above technical frameworks achieve promising

results in their branch, but they mainly focus on a narrow scenario

and lack the capability to adapt to other scenarios. In this work, we

rethink the cross-domain recommendation - toward a more compre-

hensive framework for various CDR scenarios. First of all, inspired

by recent progresses [5, 6, 28], we also contemplate a challenging

question of CDR: what information should be transferred to raise

all domains’ performance? In different domains, user behaviors

always imply different preferences, and some trustworthy informa-

tion could provide positive effects for other domains, while some

biased preferences may lead to negative transferring problems. Here

we give a toy example in Figure 2(a), there are two domains: “Film”

and “Book” which contain several shared preferences and specific

preferences. Intuitively, the shared user preferences such as “Story
Topic” and “Category” are domain invariant, which means a user

probably shows similar and stable taste in multiple domains for

those preferences. Moreover, the specific user preferences such as

“Cinematography” and “Writing Style” could provide precise intra-

domain information which does not contribute to other domains.

Therefore, the optimal way is to capture and transfer the most

relevant factors (i.e., domain-shared information) to boost other

domains, which sheds light on a reasonable technical route to build

a universal cross-domain recommender system.

Motivated by the above observation, we propose UniCDR, a

unified model that can transfer the domain-shared information in

diverse CDR scenarios: (1) In the training stage, UniCDR learns the

domain-shared and domain-specific representations for each user,

as shown in Figure 2(b). (2) In the evaluation stage, UniCDR makes

the intra- and inter- recommendations by using the domain-shared

representation, as shown in Figure 2(c). In this work, we utilize some

simple-yet-effective components to implement UniCDR, while each

component has many alternative choices. Specifically, we first pro-

vide Mean, User-attention, and Item-similarity based aggregators

Scenarios

Domains Overlapping Recommendation

Dual Multi User Item Intra Inter

Scenario 1 ✔ ✔ ✔

Scenario 2 ✔ ✔ ✔

Scenario 3 ✔ ✔ ✔

Scenario 4 ✔ ✔ ✔

Table 1: The data format of four common CDR scenarios.

to obtain the domain-shared and domain-specific representations.

Then, we present Interaction and Domain masking mechanisms to

produce augmented data to constrain the domain-shared representa-

tion encoding domain invariant information by our contrastive loss.

Although such components are quite simple, we examine UniCDR

under 4 different scenarios and 6 datasets and show that UniCDR

achieves competitive performance to the latest baselines. Moreover,

our model has great potential for industrial applications because of

its universal ability and brief design style.

In summary, our major contributions are as follows:

• We highlight a universal perspective for CDR, which sheds

light on building a new paradigm for various CDR scenarios

by a single model. To our knowledge, this paper is the first

work to model different CDR scenarios simultaneously.

• Wepropose a simple-yet-effective framework, UniCDR,which

keeps a brief design style and shows competitive results to

the elaborate state-of-the-art baselines.

• We perform experiments under 4 different CDR scenarios on

6 datasets and compare our model with 24 existing models

to show its superior universality. Our codes and datasets are

available at github
1
to facilitate the academic research.

2 PROBLEM STATEMENT
For a domain D, we suppose that it consists of a user set U , an
item set V and an interaction set E , i.e.,D = (U ,V, E ), where E can

be represented as a binary interaction matrix A ∈ {0, 1} |U |× |V |
.

Let {D𝑋 ,D𝑌 ,D𝑍 } denote the interaction data of domain {𝑋,𝑌, 𝑍 }.
CDR can be categorized from three aspects:

(1) Dual v.s. Multi domains: does it transfer knowledge over

two or multiple domains?

(2) User v.s. Item overlapping: do users or items act as the

overlapped role to bridge domains?

(3) Intra v.s. Inter recommendation: does it conduct intra- or

inter-domain recommendation in the evaluation procedure?

From them, CDR community mainly focuses on 4 scenarios of the

two branches in Table 1, and we consider them simultaneously.

3 UNIVERSAL CDR
Figure 3 sketches a high-level overview of our UniCDR under the

dual domain setting, mainly including aggregators, mask mecha-

nism and two kinds of loss functions. In this section, we first intro-

duce the Embedding Layer, which gives several domain-specific and

one domain-shared representation matrices for user/item. Second,

we explain our Aggregator Architecture, an encoder with several

implementation choices. Third, we present ourMaskingMechanism

1
https://github.com/cjx96/UniCDR
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Figure 3: The framework of UniCDR.

and Contrastive Loss, which aim to model the correlation between

domain-shared and domain-specific representations. Finally, we

detail our model training procedure and the model evaluation pro-

cedure in different CDR scenarios. For better understanding, we

express our methodology under the Scenario 1 that two domains

(e.g, domain 𝑋 and 𝑌 ) have some overlapped users.

3.1 Embedding Layer
As discussed in Introduction, we conclude that the domain-shared

information should be captured and transferred across domains.

To consider the complex specific/shared information, we introduce

U𝑋 ∈ R |U𝑋 |×𝑑 ,U𝑌 ∈ R |U𝑌 |×𝑑
and U𝑆 ∈ R |U𝑋∪U𝑌 |×𝑑

to denote

domain-𝑋 -specific, domain-𝑌 -specific and domain-shared user rep-

resentation matrices, where 𝑑 is the embedding dimension. Hence,

for each user𝑢𝑋 /𝑢𝑌 in the domain𝑋 /𝑌 , we can easily obtain the cor-

responding specific representation u𝑋 /u𝑌 and the shared represen-

tation u𝑆 by a straightforward look-up operation. For items, we only

use two domain-specific matrices V𝑋 ∈ R |V𝑋 |×𝑑 ,V𝑌 ∈ R |V𝑌 |×𝑑
,

since items are specific in the default user-overlapped setting
2
.

3.2 Aggregator Architecture
As a well-explored backbone component of RS, several techniques

(e.g., attention mechanism [43] and graph neural networks [45])

are successfully deployed to capture users personalized interaction

information. We examined three candidate aggregators for UniCDR,

but some other aggregators could also be adopted in different scenar-

ios. Assume we have a user 𝑢𝑋 and his/her historically interacted

items H𝑋
𝑢 = {𝑣𝑋

1
, 𝑣𝑋

2
, 𝑣𝑋

3
, . . . } and optionalH𝑌

𝑢 = {𝑣𝑌
1
, 𝑣𝑌

2
, 𝑣𝑌

3
, . . . }

(since some users are non-overlapped). For notation brevity, we

omit the domain subscripts of user/item representations as the

u/{v1, v2, v3, . . . } in aggregator explanation.

3.2.1 Mean-pooling aggregator. We first utilize a direct way to

aggregate the interacted items information equally, where we take

the element-wise MEAN(·) of the item representations:

h = MEAN({v1, v2, v3, . . . })Wagg . (1)

TheWagg ∈ R𝑑×𝑑 is a learnable parameter matrix and h is the final

output. Actually, the above mean pooling aggregator is similar to

the convolutional propagation rule in the GCN [22], such a simple

2
For item-overlapped Scenario 3, we further add an extra domain-shared item repre-

sentation matrix V𝑆
for our shared aggregator. Other than that there is no difference.

Algorithm 1: Item similarity pre-processing in Python

Input: Interaction matrix A and hyperparameter 𝜆𝐹

Output: Item-item similarity matrix B
G = (A.T @ A).toarray() # The item-item coherent matrix
diag_indices = numpy.diag_indices_from(G)
G[diag_indices] += 𝜆𝐹 # G + 𝜆𝐹 * I
P = numpy.linalg.inv(G) # The inverse matrix
B = P / (-numpy.diag(P))
B[diag_indices] = 0

design was widely deployed in industry, such as the PinSage [46]

and YouTubeNet [8].

3.2.2 User-attention-pooling aggregator. Since the above simple

pooling operation ignores the different item weights of different

users, we further explore a more complex aggregator:

𝜶 = Softmax({𝛼1, 𝛼2,𝛼3, . . . }), where 𝛼𝑖 = Tanh(Wattv𝑖 + b)u⊤,
h = WeightedMEAN({v1, v2, v3, . . . },𝜶 )Wagg,

(2)

where the normalized vector 𝜶 ∈ R |H𝑢 |
denotes the non-negative

user aware attention weights for interacted items 𝑣 ∈ H𝑢 , and the

Softmax(·) constraints that the attention weights sum is 1. Indeed,

the above attention aggregator is closely related to GAT [44], by

calculating the importance of neighbors for weighted propagation.

3.2.3 Item-similarity-pooling aggregator. Besides user-CF, item-

CF also achieves great success in industry [1, 40], since users are

always interested in coherent and similar items. Therefore, we are

also curious about how to inject the item similarity information

into UniCDR. In this work, inspired by the progress of the item-

item linear model [34, 41], we provide a simple-yet-effective way

to exploit the item similarity. Specifically, given the interaction

matrix A ∈ {0, 1} |U |× |V |
, we first generate the item-item similarity

weights B ∈ R |V |× |V |
by EASE

𝑅
[41]:

argmin

B
∥A − AB∥2𝐹 + 𝜆𝐹 ∥B∥2𝐹 s.t. Diag(B) = 0.

(3)

The 𝜆𝐹 is a hyperparameter of Frobenius norm regularizer, and

the Diag(·) means the matrix diagonal elements (this constrain

avoids a trivial case B = I). Mathematically, the above-constrained

optimization problem has the following simple and desirable closed-

form solution [41]:

B = I − P · DiagMat

(
1 ⊘ Diag(P)

)
, where P = (A⊤A + 𝜆𝐹 I)−1 . (4)

The DiagMat(·) denotes a diagonal matrix, 1 is a vector of ones

and ⊘ means element-wise division. Based on the Eq.(4), we can

easily conduct the calculating process by Algorithm 1. Afterward,

we could leverage the pre-processed item-item similarity matrix B
as prior knowledge

3
to guide our aggregator:

𝜶 = Normlize({𝛼1, 𝛼2, 𝛼3, . . . }), where 𝛼𝑖 = (AB)𝑢,𝑣𝑖 ,
h = WeightedMEAN({v1, v2, v3, . . . },𝜶 )Wagg,

(5)

where the AB ∈ R |U |× |V |
denote the personalized item score ma-

trix. In retrospect, this aggregator builds a trade-off between GCN

and GAT, that we generate an extra item similarity aware user-item

score matrix to guide the convolutional propagation.

3
To accelerate computation, we filter some smaller elements as zeros.
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3.2.4 Domain-specific & domain-shared representations. Based on

the above three aggregators, we can generate the corresponding

domain-specific and domain-shared representation by giving dif-

ferent information. For instance, given a user 𝑢𝑋 and his/her his-

torically interacted items H𝑋
𝑢 and optional H𝑌

𝑢 , we have:

h𝑋𝑢 = 𝜆𝐴 · u𝑋 + (1 − 𝜆𝐴 ) · Aggregator𝑋 (u𝑋 ,H𝑋
𝑢 ),

h𝑆𝑢 = 𝜆𝐴 · u𝑆 + (1 − 𝜆𝐴 ) · Aggregator𝑆 (u𝑆 ,H𝑆
𝑢 ),

(6)

whereH𝑆
𝑢 = {H𝑋

𝑢 ,H𝑌
𝑢 }means all interacted items, hyperparameter

𝜆𝐴 controls the contribution rate between user and item informa-

tion. Note that Eq.(6) also holds on domain 𝑌 , and we use three sep-

arate Aggregator
𝑋 (·), Aggregator𝑌 (·) and Aggregator𝑆 (·) to

generate the specific and shared representations h𝑋𝑢 /h𝑌𝑢 and h𝑆𝑢 .

3.3 Masking Mechanism and Contrastive Loss
Recently, contrastive learning (CL) achieves huge progress [6] in

RS. It first generates multiple-view augmentation data by infus-

ing perturbations on the original interaction data (e.g., masking

mechanism) to form positive pairs. A series of unrelated instances

are also sampled toward each original instance to form negative

pairs. It then conducts a binary discriminator to identify the pos-

itive/negative sample pairs [16]. Actually, from the mutual infor-

mation perspective, CL could maximize the mutual information [2]

under different views (e.g., the shared-specific representation pairs

in our setting). Therefore, we can further encourage our domain-

shared aggregator to extract the domain-invariant information to

optimize the likelihood of positive cases with multiple views of

domain-specific information.

In the following, we first present our masking mechanism, and

then express our contrastive loss calculating process.

3.3.1 Masking mechanism. To produce high-quality augmented

data, we explore interaction masking and domain masking.

Interaction masking. We randomly remove a portion of inter-

acted items in H𝑢 to construct diverse item context information

for the model to contrast with. To do this, we generate a masking

vector 𝒎 ∈ {0, 1} |H𝑢 |
from Bernoulli distribution with probability

𝑝 , where𝑚𝑖 determines whether to remove the interacted items.

H̃𝑢 = Mask(H𝑢 ,𝒎), where𝑚𝑖 = Bernoulli(𝑝 ), (7)

where H̃𝑢 denote the augmented data, and we leverage this mask

to produce input H̃𝑋
𝑢 , H̃𝑌

𝑢 for our specific/shared aggregators.

Domainmasking. Apart from interaction-level augmentation, we

also consider a domain-level augmentation to encourage domain-

shared representation encoding the domain-invariant information.

Formally, we utilize the other domain interacted items to act as the

shared aggregator input:

Ĥ𝑆
𝑢,𝑋 = {∅, H̃𝑌

𝑢 }, Ĥ𝑆
𝑢,𝑌 = {H̃𝑋

𝑢 ,∅} (8)

where ∅ means empty item set, and Ĥ𝑆
𝑢,𝑋

/Ĥ𝑆
𝑢,𝑌

denotes the input

for our shared aggregator in the training domain 𝑋/𝑌 , respectively.

3.3.2 Contrastive loss calculating process. Based on the above two

masking, we can first obtain the paired specific-shared augmen-

tation representations (h̃𝑋𝑢 , ĥ𝑆𝑢,𝑋 ) and (h̃𝑌𝑢 , ĥ𝑆𝑢,𝑌 ) by Eq.(6). Then,

we introduce a discriminator function to estimate the mutual in-

formation between the representation pairs. To be specific, taking

domain 𝑋 as an example, we have (also holds in domain 𝑌 as L𝑌
con):

L𝑋
con =

∑︁
𝑢∈U𝑋

[−logDisc𝑋 (h̃𝑋𝑢 , ĥ𝑆𝑢,𝑋 ) − log(1 − Disc
𝑋 (h̃𝑋

𝑢
, ĥ𝑆𝑢,𝑋 ) ) ]

(9)

where the h̃𝑋
𝑢

denotes a negative specific representation by an

arbitrary user (i.e., 𝑢 ≠ 𝑢). The Disc𝑋 (·) : R𝑑 × R𝑑 → R is the

discriminator function in domain 𝑋 and we implement it by an

bilinear function as follows:

Disc
𝑋 (h̃𝑋𝑢 , ĥ𝑆𝑢,𝑋 ) = Sigmoid

(
h̃𝑋𝑢 W𝑋

disc (ĥ
𝑆
𝑢,𝑋 )⊤

)
, (10)

where W𝑋
disc ∈ R𝑑×𝑑 is a parameter matrix. By optimizing L𝑋

con

and L𝑌
con, the shared representation is encouraged to extract the

domain-invariant information to maximize the likelihood.

3.4 Prediction Loss
In RS, two classes of loss functions are widely used: pairwise and

pointwise loss. The pairwise loss is a ranking loss, which encourages

the user to have a higher score for the interacted items than the

items not interacted yet, such as Hinge [17] and BPR [36] loss.

The pointwise loss aims to predict the user-item score precisely

and model the real data distribution, such as the BCE [15] and

Squared [7] loss. In this work, we follow previous works [3, 27] and

denote the user-item interaction as an implicit score ∈ {0, 1}, thus
we exploit the BCE loss to make prediction (the pairwise loss will

be explored in the future work). For domain 𝑋 , we have:

L𝑋
pred =

∑︁
(𝑢,𝑣𝑖 ) ∈E𝑋

[−log 𝑦𝑋(𝑢,𝑣𝑖 ) − log(1 − 𝑦𝑋(𝑢,𝑣𝑖 ) ) ],

𝑦𝑋(𝑢,𝑣𝑖 ) = Sigmoid

(
Score

𝑋 (h̃𝑋𝑢 , v𝑋𝑖 ) + Score
𝑋 (ĥ𝑆𝑢,𝑋 , v𝑋𝑖 )

)
,

(11)

where 𝑦𝑋(𝑢,𝑣𝑖 ) /𝑦
𝑋
(𝑢,𝑣𝑖 ) denote the positive/negative interaction pre-

diction scores. The Score
𝑋 (·) is a replaceable score function, we

implement it as dot product for the sake of simplicity.

3.5 Training and Evaluation
3.5.1 Model training. Assuming we optimize our model in the first

CDR scenario, its final training objective is as follows:

L = 𝜆 (L𝑋
pred + L𝑌

pred ) + (1 − 𝜆) (L𝑋
con + L𝑌

con ) . (12)

The 𝜆 is a harmonic factor to control the loss contribution. Besides,

the above loss function can be easily extended to other CDR sce-

narios with same form, and we optimize it in a mini-batch manner.

3.5.2 Model Evaluation. In the evaluation process, we ignore the

masking mechanism and generate the domain-specific and domain-

shared representations h𝑋𝑢 /h𝑌𝑢 and h𝑆𝑢 for user 𝑢 in domain 𝑋/𝑌 .
Afterward, for a user in domain 𝑋 , we can predict the intra-domain

item score:

Sigmoid

(
Score

𝑋 (h𝑋𝑢 , v𝑋𝑖 ) + Score
𝑋 (h𝑆𝑢 , v𝑋𝑖 )

)
, (13)

or predict the inter-domain item score in domain 𝑌 :

Sigmoid

(
Score

𝑌 (h𝑆𝑢 , v𝑌𝑖 )
)
. (14)

Note that Eq.(13) and Eq.(14) also holds the user in domain 𝑌 .
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Table 2: Statistics of four CDR scenarios.

Scenarios Datasets |U | |V | Training Valid Test

Scenario 1

Sport 9,928 30,796 92,612 - 8,326

Cloth 9,928 39,008 87,829 - 7,540

Elec 3,325 17,709 50,407 - 2,559

Phone 3,325 38,706 115,554 - 2,560

Scenario 2

Sport 27,328 12,655 163,291 3,589 3,546

Cloth 41,829 17,943 187,880 3,156 3,085

Game 25,025 12,319 155,036 1,381 1,304

Video 19,457 8,751 156,091 1,435 1,458

Scenario 3

M1 7,109 2,198 48,302 3,526 3,558

M2 2,697 1,357 19,615 1,362 1,310

M3 3,328 1,245 23,367 1,629 1,678

M4 5,482 2,917 41,226 2,720 2,727

M5 6,466 9,762 77,173 3,090 3,154

Scenario 4

D1 231,444 2,096 491,098 13,435 13,437

D2 507,715 595 1,068,490 36,013 35,985

D3 773,188 1,312 3,785,720 92,659 92,672

4 EXPERIMENTS
4.1 Datasets
Following many previous CDR works, we also conduct experi-

ments under the public Amazon
4
dataset for a fair comparison.

Specifically, for the dual-intra-domain recommendation Scenario
1, we select a series of preprocessed datasets by DisenCDR [5]:

Sport&Cloth, Elec&Phone. For the dual-inter-domain recommenda-

tion Scenario 2, we utilize two preprocessed datasets by CDRIB [6]:

Sport&Cloth, Game&Video. For the item-overlapped multi-intra-

domain recommendation Scenario 3, we exploit the preprocessed
dataset by M

3
Rec [4], which includes five anonymized countries

interaction data of electronics domain
5
. For the user-overlapped

multi-intra-domain recommendation Scenario 4, due to the lack
of public dataset in this scenario, we build a financial dataset that

collects from three real services of MYbank. Compared with the

E-commerce service of Amazon, the financial service of MYbank is

special because the item set is much smaller. The detailed statistics

of the datasets in four scenarios are summarized in Table 2.

4.2 Experimental Setting
4.2.1 Evaluation Protocol. Following previous works [3, 27, 50], we
also leverage the leave-one-out technique to calculate the prediction

results for the first three CDR scenarios. Specifically, as suggested by

recent studies for unbiased evaluation [23], we randomly sample 999

negative items for each ground-truth item in the validation/testing

set. For the last CDR scenario, we use the full-rank method [41] to

calculate the prediction results. Then, we rank the items list and

evaluate the 𝑡𝑜𝑝−10 items with the two widely-used metrics: NDCG

(Normalized Discounted Cumulative Gain) and HR (Hit Ratio).

4.2.2 Compared Baselines. We compare UniCDR with the follow-

ing four groups of state-of-the-art methods:

4
http://jmcauley.ucsd.edu/data/amazon/index_2014.html

5
We filter the redundant cold-start items in its valid/test datasets.

Single-domain baselines. We first compare with BPRMF [36],

NeuMF [15], CML [17], EASE
𝑅
[41], they are typically methods

for industrial RS because of the direct idea and simple architecture.

We also make comparison with the latest graph-based efforts: Ran-

dom Walk [1], NGCF [45] and LightGCN [14], which aggregate the

high-order neighbor information for user/item and achieve great

progress for RS. For those methods, we mix all domain interaction

data as one domain to train them.

Intra-domain CDR baselines. In this branch of CDR methods, we

compare with CoNet [18], DDTCDR [26], they assign MLP-based

encoder for each domain and devise different dual transferring

modules between source and target domains. We also compare

with the recent GNN based model, PPGN [47], Bi-TGCF [27] and

DisenCDR [5], they utilize multiple neighboring information to

enhance the user/item representations. Note that, the DisenCDR

also aims at learning the domain-shared and domain-specific repre-

sentations by variational inference framework [20].

Inter-domain CDR baselines. In this branch CDR methods, the

EMCDR [31], SSCDR [19], TMCDR [50] and SA-VAE [37] mainly

rely on the embedding-and-mapping paradigm: training an align-

ment function to project the user embeddings from source domain

to target domain. Apart from them, CDRIB [6] proposes a new

framework for this branch, which aims at learning an unbiased

representation to encode the domain invariant information by the

variational information bottleneck principle [42].

Multi-domain baselines. For the user overlapped scenario, GA-

MTCDR [49] andHeroGraph [9] are two graph-based approaches by

modeling the mixed global graph and local graphs simultaneously.

The FOREC [3] and M
3
Rec [4] are designed for item-overlapped

scenario, while the M
3
Rec focuses on the intra-domain and inter-

domain item similarity mining. Moreover, the multi-task framework

is also a promising way for multi-domain recommendation, we

adapt the Cross-Stitch [33], MMoE [30] and STAR [38] into CDR

by introducing MLP-based shared encoders and specific decoders.

4.2.3 Implement Details. To make fair comparisons with baseline

methods, we follow their hyperparameter setting. The representa-

tion dimension 𝑑 is fixed as 128, the dropout rate is 0.3, the learning

rate is set as 0.001, the mini-batch number is fixed as 1024, and

the number of negative samples is selected from {1, 5, 10}. The
Adam [21] optimizer is leveraged to update model parameters. Be-

sides, for the specific parameters of our UniCDR, we suggest setting

the Frobenius norm coefficient 𝜆𝐹 in range 50∼100 with step 5 in

item similarity pre-processing stage, the factor 𝜆𝐴 of our aggregator

in range 0∼1 at interval of 0.1, the probability 𝑝 of our interaction

mask in range 0∼0.5 at interval of 0.1, and the factor 𝜆 of our train-

ing loss in range 0∼1 at interval of 0.1. In next section, we report the
UniCDR results under the User-attention aggregator for Scenario

1, Mean aggregator for Scenario 2, Item-similarity aggregator for

Scenario 3, and Mean aggregator for Scenarios 4.

4.3 Performance Comparisons
Table 3, 4, 5 and 6 report the recommendation performances of

all methods on the 4 different CDR scenarios, respectively. Note

that we remove the domain masking and add an extra shared item
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Table 3: Performance comparison (%) of UniCDR(User-Att) on dual-intra-domain recommendations.

Datasets Metric@10

Single-Domain Methods Cross-Domain Methods Ours

BPRMF NeuMF NGCF LightGCN CoNet DDTCDR PPGN Bi-TGCF DisenCDR UniCDR

Sport

HR 10.43 10.74 13.13 13.19 12.09 11.86 15.10 14.83 17.55 18.37
NDCG 5.41 5.46 6.87 6.94 6.41 6.37 8.03 7.95 9.46 10.98

Cloth

HR 11.53 11.18 13.22 13.58 12.40 12.54 14.23 14.68 16.31 17.85
NDCG 6.25 6.02 6.97 7.29 6.62 7.13 7.68 7.93 9.03 11.20

Elec

HR 15.71 16.17 18.55 19.17 17.22 18.47 21.68 22.14 24.57 22.92

NDCG 9.19 9.24 10.87 10.28 9.86 11.08 11.63 12.20 14.51 13.83

Phone

HR 16.32 15.84 22.79 23.25 17.66 17.23 24.54 25.71 28.76 24.72

NDCG 8.53 8.02 12.38 12.72 9.30 8.58 13.34 13.93 16.13 13.77

Boldface and underlined numbers denote the best and runner-up results of all methods, respectively.

Table 4: Performance comparison (%) of UniCDR(Mean) on dual-inter-domain recommendations.

Datasets Metric@10

Single-Domain Methods Cross-Domain Methods Ours

CML BPRMF NGCF EMCDR SSCDR(CML) TMCDR SA-VAE CDRIB UniCDR

Sport

HR 5.82 5.75 7.22 7.44 7.27 7.18 7.51 12.04 11.20

NDCG 3.29 3.16 3.63 3.71 3.75 3.84 3.72 6.22 7.04

Cloth

HR 6.97 6.75 7.07 7.29 6.12 8.11 7.21 12.19 12.48
NDCG 3.92 3.26 3.48 4.48 3.06 5.05 4.59 6.81 7.52

Game

HR 2.82 3.77 5.14 4.63 3.48 5.36 5.84 8.51 8.78
NDCG 1.44 1.89 2.73 2.24 1.59 2.58 2.78 4.58 4.63

Video

HR 3.07 4.46 7.41 7.94 5.51 8.85 7.46 13.17 10.74

NDCG 1.30 2.36 3.87 4.29 2.61 4.41 3.71 6.49 5.89

Table 5: Performance comparison (%) of UniCDR(Item-Sim) on item-overlapped multi-intra-domain recommendation.

Datasets Metric@10

Single-Domain Methods Cross-Domain Methods Ours

NeuMF LightGCN Random Walk EASE
𝑅

Cross-Stitch MMoE Bi-TGCF STAR FOREC M
3
Rec UniCDR

M1

HR 62.73 64.73 64.66 70.80 64.46 65.73 66.86 62.93 65.06 73.13 69.08

NDCG 46.31 48.30 48.05 54.95 49.15 48.98 50.46 46.57 52.05 55.83 59.57

M2

HR 55.60 52.13 50.20 57.40 54.06 56.26 53.46 54.89 58.42 60.86 58.01

NDCG 34.84 32.70 31.10 37.92 36.65 38.71 33.43 35.25 40.03 40.04 47.52

M3

HR 60.40 56.26 57.53 63.60 59.46 61.53 58.73 60.80 64.13 66.53 64.60

NDCG 36.57 34.22 34.89 40.13 39.13 41.30 35.77 37.09 41.88 43.35 53.24

M4

HR 40.33 41.14 39.20 45.13 38.93 38.60 42.26 40.20 41.60 48.46 47.52

NDCG 29.83 31.03 30.08 36.63 29.16 30.16 32.76 29.84 33.52 37.98 42.54

M5

HR 12.26 17.13 17.73 19.13 17.06 16.66 17.86 16.60 17.46 22.66 19.78

NDCG 9.01 13.16 14.07 16.93 12.51 11.79 14.42 12.48 13.19 18.63 17.04

Table 6: Performance comparison (%) of UniCDR(Mean) on user-overlapped multi-intra-domain recommendation.

Datasets Metric@10

Single-Domain Methods Cross-Domain Methods Ours

BPRMF NeuMF EASE
𝑅

LightGCN MMoE CoNet Bi-TGCF GA-MTCDR HeroGraph UniCDR

D1

HR 19.48 20.57 9.15 25.52 21.22 20.60 26.98 26.13 29.73 32.60
NDCG 7.66 7.17 4.04 10.60 8.82 8.46 10.64 10.02 11.74 13.56

D2

HR 50.45 52.92 50.07 56.18 56.22 53.53 60.48 59.59 61.49 64.37
NDCG 33.50 35.73 28.53 37.09 38.63 37.66 47.19 47.67 49.57 50.48

D3

HR 64.87 64.53 50.40 67.13 65.71 65.90 72.88 73.32 71.77 73.89
NDCG 47.69 48.44 29.02 40.49 47.08 47.51 54.15 57.00 56.81 59.15

representation matrix in the item-overlapped Scenario 3. From

them, we have the following insightful observations: (1) Compared

to the single-domain baselines, the corresponding cross-domain

baselines show consistent prediction improvement (i.e., MLP-based

DDTCDR/NeuMF and graph-encoder-based Bi-TGCF/NGCF), which

demonstrates that devising information transfer strategies across

domain is better than directly training models in the mixed dataset.

(2) The graph-encoder-based methods (i.e., PPGN, Bi-TGCF, and

HeroGraph) reach significant improvement than other feed-forward

neural network-based methods, such as CoNet and MMoE. This
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Table 7: Performance comparison (%) of aggregators.

Scenarios Datasets Metrics@10

Aggregators

Mean User-Att Item-Sim

Scenario 1

Sport

HR 14.26 18.37 16.96

NDCG 8.55 10.98 9.83

Cloth

HR 15.23 17.85 16.32

NDCG 9.43 11.20 10.18

Elec

HR 22.96 23.08 22.92

NDCG 13.45 13.73 13.83

Phone

HR 22.86 22.38 24.72

NDCG 12.64 12.42 13.77

Scenario 2

Sport

HR 11.20 7.57 9.88

NDCG 7.04 4.36 5.95

Cloth

HR 12.48 9.25 10.89

NDCG 7.52 5.79 6.46

Game

HR 8.78 6.37 7.44

NDCG 4.63 3.33 3.82

Video

HR 10.74 5.71 10.38

NDCG 5.89 3.12 5.67

observation indicates that modeling the high-order information

over the interaction graph is a promising way to enhance recom-

mendation quality. (3) The DisenCDR and CDRIB aim to capture

and transfer the domain-shared information across domains. And

they outperform other baselines, which indicates that suitable trans-

ferring strategies significantly affect the prediction results. (4) For

all CDR scenarios, our proposed method UniCDR shows competi-

tive prediction results with the corresponding latest graph-encoder

baselines, e.g., DisenCDR, CDRIB, M
3
Rec and HeroGraph (Never-

theless, we do not stack the graph-encoder to capture high-order

neighboring information in this work). This fact reveals that captur-

ing and transferring the domain-shared information is vital for any

CDR scenarios. Compared with DisenCDR and CDRIB, they imple-

ment the goal by following variational inference framework [20],

but we achieve it by our masking mechanism and contrastive loss.

4.4 Analysis of Aggregators
In this section, we explore the effect of our three different pooling ag-

gregators on the intra-domain and inter-domain recommendations.

Table 7 reports the prediction results of the first two CDR scenar-

ios. Note that we keep the same hyper-parameter setting but only

change the aggregator. From it, we can observe that: (1) The user-

attention-pooling and item-similarity-pooling aggregators show

significant improvement over the mean-pooling aggregator in the

intra-domain recommendation setting, validating that considering

the importance of different items is necessary for the intra-domain

recommendation. (2) Nevertheless, the mean-pooling aggregator

achieves a more robust recommendation result than other aggrega-

tors in the inter-domain recommendation setting. This observation

indicates that an appropriate aggregator is needed for different

CDR scenarios. For instance, our item-similarity-pooling aggre-

gator shows the best result in Scenario 3, i.e., item-overlapped

multi-intra-domain recommendation.

4.5 Analysis of Masking Mechanism
In this section, to verify that our presented mask mechanism can

augment the learned representations for CDR, we conduct another

analysis on the intra-domain and inter-domain recommendation

(The prediction results are shown in Table 8). Specifically, the𝑤/𝑜

Table 8: Performance comparison (%) of mask mechanism.

Scenarios Datasets Metrics@10

Mask Mechanism

𝑤/𝑜 Inter 𝑤/𝑜 Domain UniCDR

Scenario 1

Sport
HR 17.03 18.55 18.37

NDCG 10.30 11.04 10.98

Cloth

HR 17.21 17.15 17.85

NDCG 10.26 10.93 11.20

Elec
HR 22.18 22.38 22.92

NDCG 11.15 13.80 13.83

Phone
HR 22.74 25.86 24.72

NDCG 12.45 14.38 13.77

Scenario 2

Sport
HR 10.36 7.50 11.20

NDCG 6.33 4.38 7.04

Cloth

HR 11.97 7.71 12.48

NDCG 7.45 4.29 7.52

Game

HR 7.96 6.80 8.78

NDCG 4.01 3.21 4.63

Video
HR 9.87 6.55 10.74

NDCG 5.02 3.29 5.89

Inter and 𝑤/𝑜 Domain are the degenerate model variants of our

UniCDR without the interaction mask and domain mask, respec-

tively. According to Table 8, we can draw the following conclusions:

(1) Compared with the𝑤/𝑜 Inter variant, our UniCDR shows satis-

fying improvement, which indicates that the interaction mask is

a reliable way to boost our model to encode the domain-shared

information in all CDR scenarios. (2) Compared with the𝑤/𝑜 Do-

main variant, we find an interesting phenomenon that our UniCDR

show comparable results in the intra-domain recommendation but

reach superior improvements in the inter-domain recommenda-

tion. We attribute the reason that the domain mask could simulate

the inter-domain recommendation in the training process for each

user, which could further enhance the domain generalization abil-

ity for the learned domain-shared representations to alleviate the

cold-start problem. In summary, the interaction mask can efficiently

achieve better performance in universal CDR scenarios in our exper-

iments. Meanwhile, the domain mask plays an essential role in the

inter-domain recommendation but does not contribute significantly

to the intra-domain recommendation.

4.6 Hyperparameter Discussion
This section investigates the hyperparameter influence of the aggre-

gator factor 𝜆𝐴 and the training loss factor 𝜆 on the “Sport-Cloth”

dataset of Scenario 1. For the aggregator factor 𝜆𝐴 , Figure 4(a)
and Figure 4(b) describe the recommendation performance line

charts of Sport and Cloth domain, respectively. From them, we can

find that our model shows higher and more robust results when

the 𝜆𝐴 ∈ [0.4, 0.6]. According to the trajectory of the data points,

we think fusing the user information and his/her aggregated item

interaction information is crucial to generate better representations.

In another hand, 𝜆𝐴 also builds a trade-off between the user-CF and

item-CF, thus we suggest that tuning this factor to around 0.5 is a

reasonable way to achieve great performance. For the training
loss factor 𝜆, the Figure 5(a) and Figure 5(b) depict its results on

Sport and Cloth domain, respectively. As shown in Figure 5, the

line charts show an uptrend and then a downtrend for 𝜆. Compared

with 𝜆 = 0.1, our model obtains steady improvements in the cases

𝜆 ∈ [0.2, 0.4], which proves that our contrastive loss is helpful to

capture the domain-shared information. Further, our model always
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Figure 4: Impact of the aggregator factor 𝜆𝐴.

shows better prediction performances than other baselines in Ta-

ble 3, which indicates that our UniCDR is robust to change the 𝜆.

Additionally, we observe that a larger 𝜆 could achieve a faster speed

for training convergence. That is, setting 𝜆 as 0.3 or 0.4 might be a

balanced choice between effectiveness and efficiency.

5 RELATEDWORKS
In this section, we briefly survey the literature on recent CDR efforts

developed for two different research goals:

CDR for Intra-Domain Recommendation. To alleviate the long-

standing data sparsity problem and make intra-domain recommen-

dation better, most CDR methods aim to integrate knowledge from

multiple related domains via overlapped users or items. In early

years, several works [12, 29] leverage a two-step migration idea:

first pre-process user/item clusters and then learn a cluster-level

“codebook” matrix [25] to transfer the rating pattern knowledge.

Later, CMF [39] and CDCF [24] introduce a shared user matrix for

all domains, and adapt the matrix decomposition algorithm to learn

multiple rating matrices simultaneously. With the wave of neu-

ral networks, many deep models have been proposed to enhance

knowledge transfer in recent years. The pioneering works are the

MLP-based CoNet [18], DDTCDR [26] and graph-encoder-based

PPGN [47], Bi-TGCF [27]. They mainly focus on designing robust

information transferring modules to fuse and refine the learned rep-

resentations for all domains, e.g., cross-connections network, user

orthogonal mapping function, etc. In addition, the recent progress

also points out the domain invariant information should be carefully

considered (e.g., VDEA [28] and DisenCDR [5]), and they follow

the variational auto-encoder framework [20] to reach the goal. On

top of that, some other multi-domain scenarios in the industry are

widely explored, such as user-overlapped and item-overlapped sce-

narios. GA-MTCDR [49], HeroGraph [9], FOREC [3] and M
3
Rec [4]

were proposed by mining user preference or item similarity.

CDR for Inter-Domain Recommendation. The cold-start inter-

domain recommendation is a more challenging problem in RS,

seriously affecting the new-coming user experience. With the help

of other source domain interaction data, CDR provides a reliable

way to mitigate the problem, attracting a surge of research interest.

For example, CBMF [32] first preprocesses the user/item clusters

and then learns a cluster-level matrix to describe the cross-domain

user preferences. CST [35] transfers the pre-trained source domain

user representations to initialize the user representations in the

target domain, MVDNN [10] and GCBAN [13] transfer the users

Figure 5: Effect of the training loss factor 𝜆.

and item side information to alleviate the problem, respectively.

Aside from that, EMCDR [31] proposes a pipeline style embedding-

and-mapping framework: (1) first pre-training user embedding of

source/target domain, (2) learning a mapping function with the

overlapped users, (3) predicting target domain items for source

users. Such framework motivates many researchers, SSCDR [19],

TMCDR [50], PTUPCDR [51] and SA-VAE [37] were proposed by

extending its mapping stage, e.g., introducing graph neural network,

employing a user personalized meta network [11].

In summary, the previous CDR methods mainly focus on a single

specific CDR scenario and their technical frameworks limit them to

conduct in other scenarios to achieve expected results (e.g., using

embedding-and-mapping framework to make intra-domain recom-

mendations). Compared with them, UniCDR has important design

differences that we consider the key challenge of CDR to trans-

fer domain-shared information and devise a unified framework to

model the intra- and inter-domain scenario at same time.

6 CONCLUSIONS
This paper proposes UniCDR, a flexible framework for universal

CDR scenarios from the domain-shared information transferring

perspective. We first point out that the optimal solution for all CDR

scenarios is to capture and transfer themost relevant domain-shared

information across domains. To implement the idea, our UniCDR

keeps a simple and brief design style, to generate the domain-shared

and domain-specific representation. Furthermore, to enhance the

domain-shared representation, we introduce the masking mech-

anism and contrastive learning to constrain the shared represen-

tation encoding the unbiased domain invariant information. We

conduct extensive experiments on 4 different CDR scenarios and

6 datasets, which demonstrate that our UniCDR shows universal

ability and achieves competitive results with the latest state-of-the-

art methods. Besides, considering the simple model architecture,

our UniCDR has great potential for industrial applications. In the

future, we will explore a graph-encoder-based aggregator and a

more comprehensive masking mechanism for UniCDR.
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